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Where does Linux performance come from?
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Cache misses

Thread 2001Thread 3Thread 2Thread 1 …..

dentry cache inode cacheVFS layer

open(“/www/customer4711/subdir/x.html”, ...)

read(hugeblock)

close()

write(postdata)

…..

1 : 100 – 1 : 1000

Driver / Hardware

Page cache / buffer cache

xfsext4

>> 10.000 ops/s

Cache hits

< 100 ops/s (avg)

1 : 100 – 1 : 1000



How does a cache work?
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A ….. ZFEDCBStart:

A ….. ZFE

D

CBAfter access to D:

….. ZFED CBFinally release of D: A

aka LRU strategy: keep the HOTTEST items, remove the coldest first



Some tuning hints
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 Before tuning anything else, tune your caches!
– look at /proc/slabinfo

– don't buy more expensive hardware if you are not sure that you 
really need it

 Theory of cache tuning: Denning ~1968
– aka Workingset Theory

– description at blkreplay.org

Performance

Workingset Size

Decline by factor 100 possible!

Thrashing



IO Stack Details (1) by Werner Fischer & co
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IO Stack Details (2) by Werner Fischer & co
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IO Stack Details (3) by Werner Fischer & co
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